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Running HPC workloads with Red
Hat OpenShift Using MPI and Lustre
Filesystem

The requirements associated with data science and Al/ML applications have pushed L I N K

organizations toward using highly parallel and scalable hardware that often resemble high

performance computing (HPC) infrastructure. HPC has been around for a while and has h .// d h / Q
evolved to include ultra large supercomputers that run massively parallel tasks and operate at tt &s‘ re U t 2 H R 2A
exascale (able to perform a billion billion operations per second). Nowadays these large

systems need to run machine learning (ML) and other similar jobs that often require use of E
multiple containerized applications, effectively blurring the line between traditional enterprise

technologies and supercomputing applications.

Additionally, the sprawl of data has affected both scientific and commercial applications,
necessitating the use of a robust distributed file system for data storage, a technology that

became a standard part of operating environments at many HPC sites and enterprises. ‘ Red Hat
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