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ulsion Applications Challenge Anal

urbomachinery
Analysis
— Hot vs. cold geometry

— As-built shapes vs. design Large
unsteady
— Fan noise, combustion coupling are unsteady cases

Turbo or Scram Combustion Diffut to
— Inherently unsteady, multi-scale visualize

ocket propulsion ook of Tot
Hot vs. cold geometry in turbopumps 2EE



' Real-world Boundary Conditions are not Simple ‘

Space Center.
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From: Aviation Week and Space
Technology, November 11-24/2019
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Rolls-Royce employed
lasers to evaluate fan
flutter susceptibility
during cross-wind
testing at its facility
in NASA's Stennis
Space Center.




* Competition is squeezing the
margins of weight, strength,
efficiency and service life

* Demand for more reliable
prediction, even off-design

e Digital Twins driving assimilation
of measurement and simulation

* The pandemic is forcing limited
staff to do more with less

nprecedented Economic Pressure
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Unsteady CFD is more ‘accurate’
but runs are huge in time & space

e Uncertainty quantification &
optimization require many runs

e HPC resources can be physically or
ogically distant

Results from engineering simulation
and experiments/tests are trapped in
huge files - Information overload!

mply Doing “More of the Same™?

More data, farther away, in slow
and expensive storage

The human ability to digest
data “doesn’t scale”



work at the Frontier of Data Science,
pacity & Visualization

e ask and answer BIG questions:
How can we gain more insight and easily archive =y Data Science/M

more knowledge from massive amounts of data? »_
How much faster can we verify performance with ) Visualization
every design change?

hat is needed to achieve performance certification g CFD, UQ, WV l
rough simulation alone? |




sion: A Dynamic Transformation

duce Risk by Incorporating VV and UQ
Today’s CFD Typically has Many Compromises
o VV and UQ tools need to be accessible to all engineers

ompress HPC-scale Engineering Workflows
o Get data from solvers and tests more efficiently
o Trade-off time, space and precision as needed

ccelerate Understanding & Communication
Data Science and Machine Learning

st-effective, open software tools with flexible
sing & expert support



Tools: Advanced Software, Domain Expe

Reduce Risk by Incorporating VV and UQ
SpectreUQ™ — The UQ wizard built on DAKOTA
SnapShot™ — Ingest massive data, compare, report

» Compress HPC-scale Engineering Workflows
SCOREBOARD - easy-to-integrate in situ/in transit
Open extract architecture - FV XDB, vtk, CSV, more
Accelerate Understanding & Communication

Enhanced, DOE Vislt — super scalable, high order support
DMD, POD, FFT analysis — easy, fast, robust

SpectreUQ SnapShot

Extract

COREBOARD Workflows

Data Science

Vislt Prime Toolkit

NIMBLE

HPC Data
Management

DE-SC0015162, DE-SC0018633



team & technology are built on 27 years
xperience and inspiration serving the
D community via FieldView & Applied R&D

Vorticity magnitude

e Cost-effective software to
with flexible licensing & €
support

e We partner with FV CFD

* We're the '35 year old
here to support you!



' Getting Started with Our Products

v Contact Intelligent Light fora 7§ M=
web-based briefing S =@ =

v Define a pilot project which
has value to your organization

v Our engineers work the pilot
project with you, ensuring
success

v Explore subscription options
that are right-sized for your

info@ilight.com

www.ilight.com

needs
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cting, Analyzing, Storing: SCOREB

'he ‘next generation’ of in situ * Low Solver Memory, CPU Imp‘
'Easy to integrate, open, flexible  + Separate Analysis Cores, Node’

Compute Nodes Analysis Nodes Monitor/Steer/Visualize

ece =M on rodimusprime
SCORIBOARD

Simulation Endpoint

! ™ ™ ™ | |

DE-SC0018633




EBOARD ENDPOINT(S)

lent visualization and
act production |
e In Situ and steering with 4
nimal solver impact
h-performance parallel
via ADIOS2 o J[ |
g-in architecture for your N} GTEY ke
rithms | %
, standards-based
cture means low risk

Analysis Nodes

Endpoint




3LE: Data Management for CFD & Expe

 Organize simulation an

Applications h A
. NII\I>I/IBLE File [Pl > data for maximum benefi
Rl Venager \ » Open, standards-based

ﬁ ﬁ architecture means low ri
SQL Standard @ LINUX File System ° NlMBLE Python p|ug_in iS
— Ny easily integrated into you
ﬁ, Extracts workflow
—l Re ? —  Each user’s data is sec
B =5 = in a LINUX file system




