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A Special-Purpose Computer for Molecular Dynamics Simulations
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Abstract

We have been developing a series of special purpose computers for molecular dynamics simulations. In 2019 we 
have completed the MDGRAPE-4A, an improved version of MDGRAPE-4[1]. The target performance is to make it 
possible to simulate typical protein-ligand complex surrounded by water for microseconds per day, which is one order 
of magnitude faster than commercially available systems. Currently the full hardware system is in operation and 
production software with some functional restrictions is running on the system. Accuracy of the software was verified 
by measuring relative errors and comparing simulated physical properties with results of GROMACS single precision. 
The achieved performance is roughly 1 microsecond per day for the systems including about 100 thousand atoms. 
Utilizing MDGAPE-4A, a drug discovery project for COVID-19 is ongoing[2].

MDGRAPE-4A system architecture 
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Sequence of parallel MD computation
Achieved performance: less than 200𝜇𝑠 to finish 1 MD time 
step (dt = 2.5𝑓𝑠),  more than 1𝜇𝑠/day simulation speed. 
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MDGRAPE-4A 
Board: 8 LSIs
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Algorithms for electrostatic interactions
◆ Multilevel Summation Method (MSM)[3]

Replace FFT part of commonly used SPME with real space grid 
convolution and coarser FFT. It demands more computation but 
less communication than SPME, which is suitable for 
MDGRAPE-4A architecture.

◆ Zero-Multipole Summation Method (ZMM)[4]
Cutoff method utilizing electrostatic neutralization principle. 
Long-range electrostatic is not calculated.

Software specifications
✓ GROMACS compatible input/output converter
✓ Velocity-Verlet integrator
✓ AMBER force field (CHARMM w/o CMAP, OPLS-AA can be converted)
✓ SETTLE constraint for TIP3P water
✓ RATTLE constraint for H-bonds
✓ Temperature control (velocity rescaling)
✓ Long range electrostatics (MSM)
 Pressure control (Monte Carlo barostat)
 Extension for larger complicated systems (>120k atoms, membrane)
 Extension for other various force fields (TIP4P, CMAP)

Coulomb Performance 
(𝝁𝒔/day)

ZMM(order=2) 1.25

MSM(ngrid=32) 1.12

Computer System Elapsed time for 
single step (𝝁𝒔)

Performance
(𝝁𝒔/day,𝒅𝒕=2.5𝒇𝒔)

MDGRAPE-4A 200 1

Commodity Cluster 1,000 0.2

GPU 2,000 0.1

Laptop 100,000 0.002
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To the other chips FPGA MSM support
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Design:
RIKEN
D-Clue Technologies

Manufacturer: 
ALCHIP

TSMC 40G
16.28mm x 16.28mm
Logic: ~50M gates
SRAM:  ~72M bits
Power: 85W
Clock:

0.6GHz
0.8GHz(pipelines)

FPGANW 
ROOT Board

MDGRAPE-4A 
Board x64

FPGANW
LEAF Board x8

Network topology of the full system
3D-torus (8x8x8) 6Gbps 12ch
FPGA Tree (64-8-1) 10Gbps 4ch

Grid transfer 1D Convolution

Grid transfer 1D Convolution

MDGRAPE-4A
Full System: 64 Boards

Advanced from MDGRAPE-4
Message flow
Data flow

Against COVID-19 

Manufacturer: 
Tokyo Electron Device
Integran, HOKS, Fujikura

Power: 65kW
Cooling: air-flow
Cost: ~$6,500,000

*These are rough order estimate and detailed values are dependent on simulation 
conditions. Anton, the other special computer developed by D. E. Shaw Research is one or 
two orders of magnitude ahead of MDGRAPE-4A.

Target system to measure the full system 
performance: 100,000 atoms in total in 
~10𝑛𝑚 cubic box. The system is divided 
into 4096 cells, 8 cells per node.

Simulated binding process of a HIV inhibitor 
(nelfinavir) to SARS-CoV-2 Mpro
One of the application of long-term MD 
simulations is drug discovery study. The purposes 
of the simulation are to explore the change of site 
pocket shape, to find the binding pathway and to 
estimate the affinity of a ligand to the site. 


